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1. Abstract

There is a wide consensus among the feature film production studios that the Internet era brings a new paradigm for film distribution to cinemas worldwide. The benefits of digital cinema to both producers and cinemas are numerous: significantly lower distribution and maintenance costs, immediate access to film libraries, higher presentation quality, and strong potential for developing new business models. Despite these advantages, the studios are still reluctant to jump into the digital age. The main showstopper for digital cinema is the danger of widespread piracy. Piracy already costs Hollywood an estimated two billion dollars annually and digital cinema without proper copyright enforcement could increase this number. In this paper, we present a copyright management system that aims at providing the set of necessary security tools: standard cryptographic primitives and copyright protection mechanisms that enable a reliable and secure feature film delivery system.

2. Introduction

Despite the adoption of many innovative techniques to improve the process of film production, such as the use of state-of-the art computer graphics technology to prepare special effects, the distribution of films to cinemas has hardly changed over the past century. Films are still sent to duplication houses and then delivered to cinemas through distribution chains. Release prints usually cost around $ 2,000 to which an insurance premium is added leading to a several million dollars distribution cost in total. Digital cinema does not need prints and, thus, avoids much as this cost. Another important gain provided by digital cinema is image quality. Although in today’s cinema, copies have a very good quality the medium deteriorates fairly quickly and has to be replaced to maintain a good show quality. Typical prints suffer degeneration through repeated use, colour drift, cracks in audio etc. These are all eliminated with digital projections. Finally, digital cinema gives much more flexibility to managers of cinemas as they can allocate films and screens on a per show basis.
The feature film productions studios are aware of the inevitable change of distribution technology. For example, the Movie Producers Association of America has already created a working group Digital Cinema DC 28 within the Society of Motion Picture and Television Engineers to establish a standard for digital cinema [34]. The challenges involved in creating the future of digital cinema include: reliable and fast content distribution from data centres to cinemas, development of projectors capable of displaying high-fidelity digital imagery and audio, and most importantly development of security mechanisms that would prevent an explosion of piracy and various forms of fraud that could appear in this new setting. In this paper we will address the security aspects of digital cinema and propose a distribution system that represents a combination of existing digital rights management technology together with fingerprinting techniques.
Digital rights management (D.R.M.) technology is the core system that allows the owners to distribute their films in a controlled way. The owner specifies, in which ways and under which conditions each cinematic asset may be accessed (digital rights, licensing), and the D.R.M. system will try to ensure that each asset can only be accessed as specified by the owner (enforcement). The same D.R.M. system can also be used to distribute films over the Internet. For example, a film studio may specify that each film may be showed in a licensed cinema for a given period starting at a given time.

The content or asset we consider in this paper is newly released very high value entertainment content of a cinematic title, including video, audio but also text and metadata. From the data management perspective, a typical two hour 35 mm feature film scanned at a standard high-quality resolution of 1920 by 1080 pixels and 24 frames per second (used for high-end H.D.T.V. as well) would, in its uncompressed form, require more than one terabyte of disk space. Assuming a compression rate of MPEG of 30:1, a typical feature film would incur a transfer of up to several tens of gigabytes of data from the film library. These numbers are likely to increase in the nearest future as no-loss 35 mm scans for editing require at least a 4000 by 4000 pixel resolution (examples of such scanners include Kodak Cineon and Quantel Domino), and cinemas such as IMAX already display content at up to 75 frames per second. Although today these numbers require impressive computing and networking systems, many companies such as Sony, Qualcomm and Microsoft are actively developing their digital cinema projection and distribution technologies [29], [35].

3. Attack Model and Environment

This section aims to define the goals of the anti-piracy system described in this paper. At an abstract level, D.R.M. or similar anti-piracy technology is quite ubiquitous. For example, a given authentication protocol can be used independently of the type of content, which is being distributed (video, audio, books etc.) and of the participants in the system (e.g., studio to cinema or Internet retailer to consumer). However, the ultimate success of any given content protecting system, its economic feasibility and the appropriateness of certain anti-piracy measures (e.g., fingerprinting) depend strongly on the environment, in which the system has to operate. In general, there will be substantial piracy if the value of the pirated good (to the pirate) exceeds the cost of piracy (including legal threats to the pirate). Critical environmental factors include the value curve of the content (for the owner and for the pirate), the number of participants in the system, the availability of redistribution channels for pirated goods, the difficulty of identifying pirates, the cost of breaking the content protection measures, the cost of recovering from a compromise, legal penalties for piracy. Technology can influence only some of these factors.

Different kinds of content protection systems have been deployed over the years with varying degrees of success [9] (satellite TV subscription [39], [20], copy protection for video games [12], content distribution over the internet [27]). However, the operating environments of these systems differ substantially from that of digital cinema.

A first important difference is the value curve of the content. The initial value of each asset is extremely high (up to hundreds of millions of dollars for newly released films) and declines very rapidly (millions of dollars per day). Most exhibition revenues are made during the first couple of weeks after release. Subsequent exhibitions are expected to reach much smaller audience. For example, the feature film ‘Titanic’ by James Cameron has grossed up $ 600M in the United States only, with $ 400M in box office revenue within only two months of its release [36]. The rapidly declining value curve limits the time span during which protection by the digital cinema system is critical. For example, after a film has been released through other channels (e.g., digital broadcast, DVD), these more weakly protected channels will remove the piracy pressure from digital cinema.

A second environmental parameter, which differentiates digital cinema from the well-studied anti-piracy environments mentioned above, is the relatively small and constrained set of participants (several hundred thousand projectors worldwide versus tens or, possibly, hundreds of millions of satellite T.V. receivers). The projectors contain expensive optical equipment, and moderately complex anti-piracy components would not impact the total cost noticeably.

The goal of a pirate is to obtain an unprotected copy of a given film, which can be distributed without restriction. In the past, pirates have used a variety of distribution channels for stolen video content, including physical distribution (e.g., production and distribution of video C.D. – sometimes based on copies made with camcorders in cinemas) and electronic distribution over the internet. The latter is becoming especially relevant in light of the well-publicised file sharing services such as Gnutella or Napster. Wide availability on the internet of a high-quality copy of a film shortly after its release date could lead to multi-million dollar revenue loss for the studio.

3.1. Content Protection Objectives

The general goal is to ensure secure distribution of the content and enforce conditional access to it. In particular, the system should prevent pirates from obtaining free versions of the original master copy or copies received by cinemas. At the same time, one must recognise that it is not possible to enforce perfect protection. Any given projector (and the films it can access) can be compromised at a fixed cost. Furthermore, the attack will remain undetected, at least, until the compromised content is re-released. We assume that in the case of a commercially important re-release of pirated films we can detect that a break has occurred.

More precisely, the very high value of the content and the possible financial impact of even a single act of piracy require the system to keep piracy rates significantly below the levels of traditional content protection systems (Piracy rates for most broadcast TV systems lie between 3% and 10%). We increase the robustness of the system by means of the following measures – making use of other properties of the digital cinema environment:

1. Raise the cost of the initial attack by means of tamper-resistant hardware. As stated above, the high cost of the optical equipment as well as the constrained set of participants makes it possible to deploy more sophisticated security hardware than would be feasible in a retail environment. This might involve mechanical barriers around the projectors.
2. Make pirates identifiable. Given a copy of a pirated film, it should be possible to identify the compromised projector from which it was extracted. Our system implements this by means of robust fingerprinting. A complementary approach lies in the use of tamper-evident hardware in conjunction with an audit procedure.

3. Enable cheap and easy renewal of the system. After a compromise has been detected, the system must prevent the compromised projectors from receiving new content. More generally, even in the absence of a compromise, the security components of the projectors should be renewed (changed) periodically, in order to present a moving target to potential attackers.

As stated above, the piracy rate depends furthermore on a number of non-technical parameters, such as the legal environment and, most importantly, the policy of the content owner for making films accessible to different cinema operators. Indiscriminate distribution of films will inevitably lead to more frequent compromises than a highly selective policy.

Possible attacks on the system take the following forms:

· The attacker extracts the film (plaintext) from a legitimate projector. For this purpose, the attacker has to overcome the tamper-resistant hardware protecting the projector. Our first special measure is intended to make this attack difficult and expensive. Special measures 2 and 3 are intended to identify and disable the compromised projector.

· The attacker extracts the authentication secret stored in the projector (see below). This allows an arbitrary device to impersonate the compromised projector. Defences and counter measures are as described under the first attack.

Several other circumstances can, in principle, lead to the compromise of the system or of a protected film, even though they are not attacks in the classical sense. They include:
· A cryptographic algorithm or protocol is discovered to be not secure. This is very unlikely if standard, field-tested cryptographic algorithms and protocols are used.

· An attack against the fingerprinting algorithm is discovered. The system anticipates this possibility by allowing easy field upgrades of the fingerprinting components.

· Social engineering: The content is stolen outside the content protection system (e.g., in the producing studio). This type of attack does not affect the digital cinema system and has to be addressed by other means.

· A flaw in the production of a certain projector model makes it possible to compromise any projector of the given model without substantial hardware tampering. All affected projectors have to be revoked.

· Copies are made from uncompressed analogue versions of the film (e.g., spectators or cinema staff using a camcorder to record the film from the screen). The copies obtained in this way have relatively poor quality, and the attack is difficult to execute without the collusion of cinema personnel. Fingerprinting techniques (see above) can help to identify cinemas, where this type of attacks occurs frequently.

4. System Description

This section describes the proposed system. The system consists of a set of secure repositories or nodes, which implement D.R.M. functionality, and which are operated by different participants (studios, distributors, cinemas). D.R.M. enabled projectors one type of nodes. Section 4.1 defines the nodes and describes their critical properties and the functionalities they have to implement. We pay special attention to the nodes inside cinemas. Section 4.2 describes how the nodes of the different participants can interact under different configurations to implement sophisticated distribution chains. Finally, we specify the protocols by which nodes communicate in Section 4.3.

4.1. Node Capabilities

A node is a secure repository for protected content. A node can be given the capability to access (e.g., display) given pieces of content. The node will only access the content in accordance with a description of access rights, which originates from the content owner. We call the combination of the cryptographic keys, which allow content access (e.g., decryption), and the description of access rights a license. A D.R.M. system is given by a collection of nodes and their interactions, which allow content to move between different nodes.

This section will describe the generic capabilities, which are required for D.R.M. enabled nodes. In addition, we will focus particularly on the nodes in cinemas, including the interactions between a central server and individual projectors and speakers.

In general, participating nodes have to implement the following capabilities, in order to meet the functionality and anti-piracy goals stated so far:

· Authentication

· Rights management (licensing)

· Content encryption and decryption

· Fingerprinting

4.1.1. Authentication

Depending on its place in a distribution chain, a node can act as a sender or receiver of content. When acting as a sender, the node must ensure that the receiving node, to which it is granting content access, is an authorised (legitimate) node, which will enforce the access rights. Conversely, when acting as a receiver, an authorised node must be able to prove to the sender that it is indeed authorised. This requires authentication capabilities in the nodes. We base authentication on public-key cryptography. Each node is required to store (and hide) a private key, to have an associated public-key certificate and to implement the basic public-key operations (encryption, decryption, signing and verification). Given these primitives standard cryptographic authentication protocols can be used (see [24] for an overview). Section 4.3 will provide more details on the authentication protocol in the proposed system.

4.1.2. Rights management and licensing

One of the main purposes of D.R.M. is to allow asset owners to specify how their assets may be accessed after they have been electronically distributed. This requires the definition of a formal language (the digital rights language), in which owners can express these access rules and conditions (license). Before granting access to any given asset, a D.R.M. node will verify if the access is permitted by the license.

A typical license specifies access rights or actions, which may be performed with the asset (e.g., ‘play’ or ‘transfer to another node’). Each action is typically accompanied by a set of conditions, which restrict the action (e.g., time specifications, counted operations, payment). Enforcement of some of these restrictions may require the availability of secure counters or a secure clock. In addition, the license may specify that certain actions (e.g., fingerprint insertion) have to be performed on the content. Other policy elements of the license may include the following:

· period of validity of the license;

· limitation of the show to particular days and hours (e.g., midnight shows);

· enforcement of audit logs, that is automatically recording of the title, time, duration, etc. of each show for each projector;

· enforcement of the show of the full content from beginning to end so the cinema cannot skip certain scenes and section of content – in particular cast and acknowledgments;

· use of specific type of projectors and room only (e.g., guaranteeing quality, size of display, audience capacity)

· requirement for certain projector features (e.g., audit feature, security features, fingerprinting features).

Furthermore, a license typically specifies a set of principals or entities to which the license is tied. Typically, a principle will specify a node or a class of nodes.

A license should be protected by cryptographic means, in order to ensure its integrity as it is sent over unprotected channels from the owner across intermediate nodes to the projector. Standard digital signatures are sufficient for this purpose. The content decryption keys can be tied to the associated license rules by the same mechanism. The XrML rights language [15] has all the properties described in this section.

4.1.3. Content encryption and decryption

As stated above, nodes are secure repositories, which can access assets (i.e., films). In the untrusted space between nodes, the assets are protected by means of encrypting them with keys, which are only accessible by the intended destination node. Thus, nodes must be able to decrypt and encrypt assets (films). Given the ability of nodes to hide private keys (cf. Section 4.1.1), this is a matter of implementing standard cryptographic ciphers (cf. [25] for an overview). Performance requirements and the format, in which the film is stored, may impose additional constraints on the cipher and may make it necessary to leave certain segments of the film unencrypted.

4.1.4. Fingerprinting

As described in Section 3, we have to account for the possibility that individual nodes may be compromised. Fingerprinting of assets is our main tool for the identification of compromised nodes. Thus, at least some nodes have to be able to insert watermarks into assets. Section 5 will give a detailed description of fingerprinting in the proposed system.

4.1.5. Renewability and key management

The purpose of renewability is to allow the overall system to recover from different types of attacks, which will always be possible. The key management strategy should be such that possible breaks are confined to individual nodes, and recovery is fast and cheap. Given an arbitrary set of compromised nodes, it must be possible to prevent them from receiving new content without affecting the remaining nodes. This mandates that each node should have a unique certified key pair. Thus, if a single node is compromised (e.g., by a malicious operator), its key can be revoked without affecting any other node. Revocation is implemented during authentication, where the validity test of the receiver’s public key certificate includes a test whether this public key is contained in a revocation list of compromised keys. The revocation information should be cryptographically tied to the content.
Some of the attacks described in Section 3 lead to global breaks, which require every node to be renewed. Attacks of this type include the breakdown of one of the cryptographic algorithms employed by the system or attacks at the hardware level. The system must be configured, such that these attacks are extremely rare and unlikely. The choice of proper cryptographic algorithms gives a very high level of assurance against breaks at this point. Widespread hardware tampering has to be prevented by a combination of technical and legal mechanisms (cf. Section 4.1.6). In any case, the security components of the nodes should be modularised, such that they can be replaced independently of other components (e.g., optical projector equipment).

The existing watermarking and fingerprinting algorithms are typically considered to be far less robust than cryptographic algorithms. Thus, the fingerprinting component of the nodes should be easily field-upgradeable. For example, signed watermarking code could be distributed with each asset.

4.1.6. Platform security and tamper resistance

A node will only be able to participate in the system if its public key is certified by a trusted authority. The trusted authority will only certify a node, if its initial hardware-software configuration adheres to the D.R.M. rules. These rules should include that the nodes are closed platforms, where the term closed means that – without significant hardware tampering – it should not be possible to install arbitrary (untrusted) software or hardware on the node. Thus, in the absence of significant hardware manipulations, an authorised node is initially trusted (precondition for authorisation) and will remain trusted (closed platform). Note that closed platforms do not preclude field upgrades. For example, nodes may allow installation of software, but only if the software is certified (e.g., digitally signed) by a trusted authority.

An attack on a node will involve attempts to discover the node’s private key (such that the node can be impersonated by an arbitrary untrusted device) or attempts gain access to content, which is not permitted by a license (e.g., extracting decrypted video). Based on the requirements of initial integrity of the node and of being a closed platform, these attacks will involve hardware tampering. Defence against attacks of this type will involve tamper-resistant or tamper-evident hardware, in combination with an audit procedure. Given the very high price of digital projector, adding extra tamper resistant processing unit to store the projector key, do the decryption and enforce the license given will have a minor impact on the final cost. Details lie beyond the scope of this paper.

4.1.7. Cinema setting

In the proposed system, each cinema has a central server and a number of projectors. The Cinema Server is the central switch for the cinema from which a single operator can start shows, select screens on which films are displayed, etc. Reception of the encrypted content by the cinema is done on this server. It stores the encrypted content together with the activation data that is the content encryption key, itself encrypted under the projector public key and the D.R.M. rules.

Encrypted content and D.R.M. rules are uploaded onto the projector before the show. The projector verifies that the license is genuine, checks that the request of the Cinema Server is compatible with the license, decrypts the content encryption key using its private key, and start decrypting and displaying the content. There should be an option for the projector to inform the server whether it will be able to perform such a task at a given time in the future, such that the cinema operator can ensure that shows will run smoothly. Verification of the integrity of the content can be done using ‘linked’ hash values of each block of the content [11]. This works both if the content is ‘streamed’ or available in full.

4.2. The Distribution Chain

From the point of view of most asset owners, digital cinema opens a new distribution channel. Adoption of digital cinema by asset owners will be facilitated if this new distribution channel can mimic the properties of their existing distribution channels. Typically, these distribution channels transfer physical copies of the film. A typical chain could have studios, several tiers of distributors and cinemas as participants. The film moves from the producer or studio through the links in the chain to the cinema. Usage data and, possibly, payment moves in the opposite direction. The system architecture should be able to model real world distribution chains. Indeed, its flexibility has the potential of going far beyond the conventional physical distribution chains.

It is possible for D.R.M. to model the entire distribution chain of Figure 1.a. The participants in the chain have the functionality of nodes (access to content and decryption keys, rights interpretation, generation of a modified license for the next participant in the chain). The flow of payment information in the opposite direction can be handled within the D.R.M. system or outside of it (separate commerce functionality).  Many different models are possible. Figure 1.b shows a distribution chain, in which a central clearing house issues licenses and potentially collects and redistributes usage data or payments.

It should be noted that, under D.R.M., the distribution chain is more than a sequence of independent links. The license rules do not only allow the source to specify how the content may be accessed. In addition, each node can specify within which limits the nodes downstream in the chain can grant rights to their respective downstream nodes. For example, a studio may make a film available to a distributor. The associated license specifies not only how many copies of the film each distributor is allowed to make available to cinemas and which price the distributor has to pay to the studio, but also which rights the distributor can issue to each cinema server. The license can also specify the terms of the license that can be issued to the cinema. For example, it can specify how many projectors in any given cinema can simultaneously play the film. The XrML rights language [5] allows the specification of such derivative rights.
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Figure 1 – Two possible film distribution chains.
In summary, the following functionalities are required to support the distribution chains described above:

· The rights language must be able to express derivative rights, and nodes in the distribution chain must be able to interpret them.

· Clearinghouses or other nodes (depending on the configuration) must be able to generate new licenses based on the derivative rights from a source license and additional specification from the node operator.

It must be possible to track the path of an asset or its associated license in a tamper proof way.

4.3. Communication Protocols

We assume that an initial exchange of public keys is done between distributors and the cinemas they work with:

· The cinema gives the public keys – or any information that can be used to get them – of the projectors it owns. Each projector is certified by its manufacturer so the distributor can verify the authenticity of the keys.

· The distributor gives its public key to the cinema. Each distributor key is certified by an authority whose public key is embedded securely into each projector by its manufacturer.

Digitised, compressed, encrypted films are stored on data assets servers which can issue usage license to cinemas after they have been negotiated (see Figure 2). In our model distributors negotiate the license agreement on a per-film per-cinema basis with each of the cinema they work with. This negotiation, which is outside the scope of this paper, results in the production of the set of rules that the D.R.M. system should enforce. 

Distributors are in charge of fingerprinting the content. The fingerprint is different for each cinema (or a small group of cinema as described in Section 3). Fingerprints should be inserted such that pirates cannot cut and paste fingerprints between different pieces of contents. Part of this can be enforced using cryptographic techniques. Other techniques are described in the section on fingerprinting.

For each film, the distributor generates a random encryption key KC and, optionally, a set of keys which are different for each projector KDP. The content is then encrypted under the first key or the bit wise XOR of these two keys: KC + KDP. E can be such that it is very efficient to compute E(C, KC + KDP) from E(C + KC). Each license LDP, which bears a serial number and the ID of the parties, is signed together with the encrypted content by the distributor: S(H(C(DP | LDP), KD1). At last, the encrypted content, the license and the signature are sent to the cinema server. These are forwarded before the show to the projector, which needs to check the integrity of the license and verify that it is allowed to play the content (using the rules given by the licence). Only after these conditions have been successfully verified will it decrypt the encryption key and start playing.
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Figure 2 – Distribution protocol for digital content.

Broadcasting the same encrypted content to all projectors is the cheapest solution but it does not allow the content owner to trace infringers. For this reason we prefer a unicast distribution or at least a ‘small’ multicast one: content is encrypted and fingerprinted on a per-projector basis to groups of n projectors depending on the level of traceability and security required by the distributor. Shipping identical copies in different regions helps to grossly narrow down search when tracking is done. Moreover, having such choice of granularity for the distribution allows the distributor to use C.D. or satellite broadcast as the content distribution channel, when network connections are not sufficient or when content is distributed in places, which are not connected. Encryption keys should be different for each cinematic title so breaks are limited to one title.

5. Fingerprinting digital audio/video content

For multimedia copyright enforcement, we cannot solely rely on traditional data protection techniques such as encryption or scrambling, because multimedia will eventually be played in an unscrambled or decrypted format. Therefore, in all scenarios it is possible to record the decrypted content; in the worst case by recording the analogue output of the playback device. An approach that can survive such re-recording attacks is insertion of watermarks/fingerprints in the content itself [33]. 

Fingerprints are used to enforce content copyright by enabling the copyright owner to trace back the source of a piracy act [16]. In a typical content protection scenario, all users are given different copies of the content, where each copy contains a fingerprint – a user-specific watermark. If an unauthorised client redistributes the fingerprinted content, its uniqueness is used to trace back the malicious client. Fingerprints, just as watermarks, must be:

· reliable: the probability of falsely accusing a user of piracy should be as small as possible (at least 1012) while preserving a solid likelihood of detecting malevolent users even after strong malicious attacks on the fingerprinted content (at least 103).

· robust to common editing (e.g., compression, format conversion, filtering) and various malicious attacks (e.g., de-synchronisation, crop-and-paste [28]); 

· easy-to-detect: as oppose to watermark detection which is done at the client before playing the content, fingerprints are detected at the server after the piracy has been committed, thus they do not have to be detected in real-time; in addition, the fingerprint detector is allowed to compare the ‘attacked’ fingerprinted content to the original;

· imperceptible to the target audience and any analytical tools; it is important to stress that full imperceptibility against statistical tools may be difficult to achieve especially in cases when the probability density function of the original signal is well known [30].

Since it has been demonstrated that a clique of clients can be effective in removing the secret marks by colluding their copies [8], it is important that fingerprint encoding enables as good as possible:

· collusion resistance: defined as the number of copies that can be colluded with an arbitrary best-known collusion algorithm to result in a new copy that still reveals at least one of the colluders, 

· traceability: the resulting pirated content copy should point to at least one of the colluders with certain non-negligible probability regardless of any malicious attacks superimposed to the collusion process (e.g., de-synchronisation, jamming); and

· frameproof: no coalition of users should be able to create a pirated copy that frames an innocent user.

An important asymptotical upper bound on collusion resistance of fingerprinted material has been established by Ergun et al. [8]:
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where K is the collusion resistance and n corresponds to object length. Obviously, this upper bound puts a strong limit on the efficacy of any fingerprinting mechanism. In the remainder of this section, we briefly review watermarking techniques as core technologies for the content marking layer and fingerprint encoding methods as techniques for maximising collusion resistance. 

5.1. Watermarking 

Watermarking schemes rely on the imperfections of the human perception system (H.P.S.). Numerous secret hiding techniques explore the fact that the H.P.S. (for both auditory and visual) is insensitive to small amplitude changes, either in the time [1] or frequency [7], [32], [33] domains, as well as insertion of low-amplitude time-domain echoes [13]. Information modulation is usually carried out using: spread-spectrum (S.S.) or quantisation index modulation (Q.I.M.). Advantages of S.S. and Q.I.M. watermarking include: (i) testing for watermarks does not require the original and (ii) it is difficult to extract the embedded information using optimal statistical analysis under certain conditions [30]. In addition, S.S. watermark detection is exceptionally resilient to attacks that can be modelled as time- and frequency-axis scaling with fluctuations [17], [18] and additive or multiplicative noise.
Disadvantages include: (i) the watermarked signal and the watermark have to be perfectly synchronised at watermark detection and (ii) to achieve a sufficiently small error probability, signal length may need to be quite large, increasing detection complexity and delay. By far the most significant deficiency of both schemes is that they are not BORE-resistant (BORE – break once run everywhere), i.e. by breaking a single player (debugging, reverse engineering, or the sensitivity attack [22]), one can extract the secret information (the key used to generate the SS sequence or the hidden quantisers in Q.I.M.) and recreate the original (S.S.) or create a new copy that will induce the Q.I.M. detector to treat the content as unmarked. To address this problem, recently several asymmetric watermarking schemes have been developed with little success [10], [15]. Fortunately, the BORE-resistance issue does not play a significant role when watermarks are used as fingerprints, as the detection process is fully performed at the server side.

5.1.1. Spread-spectrum watermarking

Let us denote as 
[image: image5.wmf]x

%

 the original signal vector to be watermarked. It represents a block of samples from an appropriate invertible transformation on the original signal. The corresponding watermarked vector is generated by: 
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 is set based on the sensitivity of H.P.S. to amplitude changes. A correlation detector performs the test for the presence of the watermark:


[image: image12.wmf]2

()

CywxwwxwwwxwN

=×=+×=×+×=×+D

%%%%%%%%%%%


where 
[image: image13.wmf]N

 is the cardinality of involved vectors, and the correlation between two vectors 
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, the normalised value of the correlation test can be represented as:
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where 
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 otherwise. The optimal detection rule is to declare the watermark present if 
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 controls the trade-off between false alarm and detection probabilities. According to the central limit theorem, probability that 
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Good survey of actual techniques for spread-spectrum watermarking of audio and video is presented in [16]. Several techniques for significantly improving the basic spread-spectrum watermarking have been presented in [17], [18].

5.1.2. Quantisation index modulation

Q.I.M. is another type of commonly considered data hiding methodologies. Q.I.M. hides information into a given signal modelled as a vector 
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, there are two quantisers used to encode one and zero. In dither modulation, the quantisers are shifted versions of one generic quantiser [6]. Generally, the quantiser set is selected such that the distortion induced to message hiding is limited by a constant factor 
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 represents channel or attack noise) is compared against the quantisers, and the decoded value 
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 corresponds to the quantiser index that results in the shortest distance with respect to the received signal 
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. Enhanced detection can be achieved using error correction codes and better detection estimation procedures [38]. The global assumption is that the attacker will not be able to change the quantised value beyond the perception limit without introducing noise that equals 
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The presented generic methodology has a number of deficiencies that are difficult to surpass. First, the attack noise can commonly by much higher than the watermark (quantisation) noise mainly because the watermark procedure needs to pass sensitive ‘golden ears and golden vision tests’ [4] whereas many users find much more distorted content convenient for playing. Second, the quantiser set needs to be pseudo-randomly shifted for every element 
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, because in case this is not done, a simple histogram of the content would clearly reveal the quantiser values leading towards easy non-invertible obfuscation of the marked data. On the other hand, pseudo-random shifts introduce additional sensitivity of Q.I.M. to typical desynchronisation and/or crop-and-paste attacks (e.g., StirMark [28]). Although, Q.I.M. has demonstrated better capacity characteristics [39], irrelevant for fingerprinting and most of watermark applications, because of the security deficiencies, we have decided to use SS as a watermark layer for fingerprinting. 

5.2. Fingerprint Encoding

Fingerprint encoding for maximised collusion resistance is a notoriously hard problem. Fingerprint systems are commonly based on a marking assumption: existence of a robust watermark technology that disables the adversary to remove any bit of the fingerprint while preserving the perceptual characteristics of the original recording. The difficulty behind providing high collusion resistance stems from the fact that a coalition of users can compare their copies and at each position of the content (e.g., time domain sample) where at least one copy differs from the others, the coalition can conclude the value of the embedded mark or even the value of the original non-marked sample. With the extracted information, a sufficiently large coalition can remove the fingerprint and/or frame another innocent user. 

Boneh and Shaw have introduced an encoding mechanism that achieves given collusion resistance 
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where 
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 is the probability of fingerprint misdetection and N is the total number of users [3]. They introduce their encoding using two encoding layers. 

5.2.1. c-Frameproof code

The first layer is an n-frameproof (n,n)-code
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, which disables an arbitrary coalition of at most n-1 users to frame the users not in the coalition. Boneh and Shaw show that a trivial solution to this problem is a code that consists of all n-bit binary words with exactly one position within each word equal to one. For example, a 3-frameproof code is 
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. Since the length of this code grows linearly with the number of users n which is impractical for most applications, Boneh and Shaw define a shorter class of c-frameproof codes by using error correcting codes as a layer on top of 
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An (L,N,D) p-ECC error correcting code with N words of length L over an alphabet with p symbols is c-frameproof, if the minimum Hamming distance between any two words is 
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. An example ECC can be Reed-Solomon code [24], [31]. The underlying alphabet can be represented as a set of p different watermarks, each of length l bits, thus imposing a total length of lN bits for the fingerprint. 

5.2.2. c-Secure codes

c-Secure codes can be defined such that for any two coalitions 
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, the intersection of the subsets of codewords that can be created by these coalitions is also empty 
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 It can be shown that no deterministic c-secure encoding exists with respect to a simple ‘majority attack’ [3]. However, if the content distributor pseudo-randomly permutes the code prior to embedding, the adversary is forced to probabilistically attack the fingerprint as the locations of fingerprint bits (individual bits of the c-secure code) are not known. Hence, a secure fingerprinting system can be defined as a class of c-secure codes for which there exists a tracing algorithm A that, given a word x created by a coalition C of c users, outputs with certainty 
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An example of such encoding is 
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-code, where d is the replication constant for each symbol of 
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 for four users A, B, C, and D has the following codewords:

A: 111111111

B: 000111111

C: 000000111

D: 000000000

The actual codewords used for marking are created by permuting the code columns. Any subset of 
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 user codewords does not have a pair of (1,0) values for each bit of the code (e.g., clique ABC has only 1s at the last three positions of the code). 

Since, the number of users for the 
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-code grows linearly with respect to codeword length, Boneh and Shaw opt to use (L,N,D) n-ECC on top of 
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 collusion detection error. Such code has N words of length Ld(n-1) where:

· the replication constant 
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 depends on the detection error as 
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· to achieve final codeword length of:
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In other words, such codes result in asymptotical collusion resistance proportional to the fourth root in object size: 
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Several other fingerprint encoding techniques have been developed which improve the basic Boneh Shaw mechanism by superimposing it to spread-spectrum [40] and with different attack modelling strategies [14]. Specifically for digital video, recently, Benaloh has introduced a key compression and distribution scheme that targets fingerprinting technologies [2]. The basic idea is to store two slightly different copies of the content, where each copy is identically partitioned and each individual partition is encrypted using a different key. The content distributed to a particular user is a unique selection of partitions accompanied with a compressed set of keys that decrypt only the selected data. The selection codewords can be chosen from the Boneh-Shaw fingerprint encoding for solid collusion resistance (two copies imply a binary alphabet for the ECC). 

6. Conclusions

In this paper we have described a possible distribution technique for digital cinematic titles. We have detailed the basic components of the system including the general distribution protocol as well as the use of fingerprinting to trace infringements. Our aim was to provide an overview of the general principles of content protection for digital cinema, rather than giving a detailed description of any particular design. We have assumed a fairly powerful and high-level model for secure hardware. While we have argued that the model is realistic in the context of digital cinema, we have omitted a detailed description of how it could be implemented. Such a description as well as a more detailed description of the certification procedure and more exact parameters of the operating environment will be the focus of another analysis.
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� (a,b)-code symbolizes a codeword of length a symbols where each symbol is chosen from an alphabet of total b different symbols.


� � EMBED Equation.DSMT4  ��� represents a set of words that can be created from the codewords of the coalition C. The coalition can manipulate a bit of the codeword only if there exist coalition member codewords such that they have different values at the position of that particular bit.
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